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 4-2 P.D.F. 
• A probability density function f(x) can be used to describe the 

probability distribution of a continuous random variable X. 
• Def. For a continuous random variable X, a probability density 

function is a function such that 
 
 
 
 
 
A histogram is an approximation to a probability density function. 
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P(X=x)=0, Ex. 14.47: 14.465≤x≤14.475. 
One need not distinguish between inequalities such as < or ≤ 

for continuous random variables. 
If X is a continuous random variable, for any x1 and x2,  

 
 

 4-3 C.D.F. 
• Def.  

The cumulative distribution function of a continuous random 
variable X is 

 
Note: P(X>x)=1-P(X≤x)=1-F(x) 
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 P(5<X<10)=F(10)-F(5) 

4-4 mean and variance 
•  Def. Suppose X is a continuous random variable with probability 

density function f(x). The mean or expected value of X, denoted 
as µ or E(X), is 
 

    The variance of X, denoted as V(X) or σ2 is 
 

 
     The standard deviation of X is σ= 

( ) ( )
xd f u du f x

dx −∞
=∫

( )( ) dF xf x
dx
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• If X is a continuous random variable with probability density 
function f(x), 
 
 

4-5 CONTINUOUS UNIFORM DISTRIBUTION 
•  Def. A continuous random variable X with probability density 

function f(x)=1/(b-a), a≤x≤b is a continuous uniform random 
variable. 

• If X is a continuous uniform random variable over a≤x≤b, 
 µ=E[X]=(a+b)/2 
 σ2= (b-a)2/12 
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• The cumulative distribution function of a continuous uniform 
random variable 
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• Ex. X is uniformly distributed in [-a a]. Find a, so that the 
following is satisfied (1)P(X>1)=1/3  (2)P(X<0.5)=0.7 
 
 
 
 
 
 

4-6 Normal (Gaussian) distribution 
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Some useful results concerning a normal distribution are 

summarized below 
  1. P(µ-σ<X<µ+σ)=0.6827,  P(µ-2σ<X<µ+2σ)=0.9545 
      P(µ-3σ<X<µ+3σ)=0.9973 
 

  2. P(X>µ)=P(X< µ)=0.5 
 

  3. 6σ is often referred to as the width of a normal distribution. 
 
    P(µ<X<µ+σ)=                ,               P(X<µ-σ)= 0.34135 0.15865 
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• Def.-- A normal random variable with µ=0 and σ2=1 is called a 
standard normal random variable and is denoted as Z. The 
cumulative distribution function of a standard normal random 
variable is denoted as 
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It is the key step to calculate a probability for an arbitrary 
normal random variable. (p.A-6, Table III) 

Ex. 4-12  (1) P(Z>1.26), (2) P(Z<-0.86), (3) P(Z>-1.37) 

(4) P(-1.25<Z<0.37), (5) P(Z≤-4.6), (6) P(Z>z)=0.05, z=?  

(7) P(-z<Z<z)=0.99, z=? 

• Ex. 4-13 Normal distribution, mean=10, variance=4, P(X>13)=? 
 (13-10)/2=1.5, P(Z>1.5)=1-P(Z<1.5)=1-0.93319=0.06681 
     (from Table III) 
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• Suppose X is a normal random variable with mean µ and variance 
σ2. Then, 
 
 

   where Z is a standard normal random variable, and z=(x- µ)/σ 
is the z-value obtained by standardizing X. 
The probability is obtained by entering Appendix Table III 

with z=(x- µ)/σ 
 

 4-7 NORMAL APPROXIMATION TO THE BINOMIAL AND  
          POISSON DISTRIBUTIONS 
The normal distribution can be used to approximate binomial 

probabilities for cases in which n is large. 
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• Ex. 4-17 A bit is received in error is 10-5, If 16,000,000 bits are 
transmitted, what is the probability that 150 or fewer errors occur?  
 
 
The probability of Ex. 4-17 is difficult to compute. 

• Normal approximation to the Binomial distribution 
If X is a binomial random variable, with parameters n and p,  

 

    
 
is approximately a standard normal random variable.  
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To approximate a binomial probability with a normal 
distribution a continuity correction is applied as follows 

 

 

 

 

   The approximation is good for  
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• Ex 4-18 

 
 
 Because np=16×10610-5=160 and n(1-p) is much larger, the 

approximation is expected to work well in this case. 

Fig. 4-20 
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• Normal approximation to the Poisson distribution 
If X is a Poisson random variable with E(X)=λ and V(X)= λ 

 
 

is approximately a standard normal random variable. The 
approximation is good for λ>5. 

 
Ex. 4-20 Assume that the number of asbestos particles in a 

squared meter of dust on a surface follows a Poisson 
distribution with a mean of 1000. If a squared meter of dust is 
analyzed, what is the probability that less than 950 particles 
are found? 
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4-8 EXPONENTIAL DISTRIBUTION 
• Def. The random variable X that equals the distance between 

successive events of a Poisson process with mean number of 
events λ > 0 per unit interval is an exponential random variable 
with parameter λ. The probability density function of X is  
 
 
 If the random variable X has an exponential distribution with 

parameter λ , 
 

∞<≤= − xexf x 0for   )( λλ

2
2 1][  ,1][

λ
σ

λ
µ ==== XVXE



20 

 A Poisson process. The time intervals between events have 
independent exponential distributions with parameter λ 
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A Poisson process. The number of events occurring in a time 
interval of length t has a Poison distribution with mean λt 
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Ex. The discussion of the Poisson distribution defined a 
random variable to be the number of flaws along a length of 
copper wire. 
 Let the random variable N denote the number of flaws in x 

millimeters of wire. 

 If the mean number of flaws is λ per millimeter, N has a 
Poisson distribution with mean λx.  

 We assume that the wire is longer than the value of x. 
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Therefore, 
 

 P.D.F ---  
 
Ex. At a checkout counter, customers arrive at an average of 2 

per hour following a Poisson process. Here λ =2 customers per 
hour. Time between arrivals are exponentially distributed with 
parameter λ, implying mean of ½ hours =30 minutes between 
arrivals.  

 What is the probability that no customers arrive in first 3 hours? 

   

   

0  ,1)()( ≥−=≤= − xexXPxF xλ
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P(X>3): Time until the first arrival, is greater than 3 hours. 
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 By using the Poisson process:  

   

   

 
 

Another form 
 

                                                         
 
 
   where β>0 

λ3= 3λ = 3*2 = 6 customers per 3 hours.  

   No arrival occurs in first 3 hours.  

P(Y3=0) = (e-6 * 60) / 0! = e-6  
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 Lack of Memory Property 
 For an exponential random variable X, 
              P(X<t1+t2 | X>t1) = P(X<t2) 

 

 P(X<t1+t2 | X>t1)= P((X<t1+t2 ) ∩ (X>t1))/P(X>t1) 
 

Ex. The lifetime of a semiconductor chip might be modeled 
as an exponential random variable with a mean of 40,000 
hours. 
 That is, regardless of how long the device has been 

operating, the probability of a failure in the next 1000 hours 
is the same as the probability of a failure in the first 1000 
hours of operation. 
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