
The integral converges as x for all p. For p 0 it is also improper because the
integrand becomes unbounded as x 0. However, the integral can be shown to converge
at x 0 for p 1.
(a) Show that for p 0

p 1 p p

(b) Show that 1 1.
(c) If p is a positive integer n, show that

n 1 n!

Since p is also defined when p is not an integer, this function provides an extension of
the factorial function to nonintegral values of the independent variable. Note that it is also
consistent to define 0! 1.
(d) Show that for p 0

p p 1 p 2 p n 1 p n p

Thus p can be determined for all positive values of p if p is known in a single
interval of unit length, say, 0 p 1. It is possible to show that 1

2 . Find 3
2

and 11
2 .

27. Consider the Laplace transform of t p , where p 1.
(a) Referring to Problem 26, show that

t p
0

e st t p dt
1

s p 1
0

e x x p dx

p 1 s p 1 s 0

(b) Let p be a positive integer n in (a); show that

t n n! sn 1 s 0

(c) Show that

t 1 2 2

s 0
e x2 dx s 0

It is possible to show that

0
e x2 dx

2

hence

t 1 2 s s 0

(d) Show that

t1 2 2s3 2 s 0

In this section we show how the Laplace transform can be used to solve initial value
problems for linear differential equations with constant coefficients. The usefulness of
the Laplace transform in this connection rests primarily on the fact that the transform



of f is related in a simple way to the transform of f . The relationship is expressed in
the following theorem.

Suppose that f is continuous and f is piecewise continuous on any interval
0 t A. Suppose further that there exist constants K a and M such that f t
Keat for t M . Then f t exists for s a, and moreover

f t s f t f 0 (1)

To prove this theorem we consider the integral
A

0
e st f t dt

If f has points of discontinuity in the interval 0 t A, let them be denoted by
t1 t2 tn . Then we can write this integral as

A

0
e st f t dt

t1

0
e st f t dt

t2

t1

e st f t dt
A

tn

e st f t dt

Integrating each term on the right by parts yields
A

0
e st f t dt e st f t

t1

0
e st f t

t2

t1
e st f t

A

tn

s
t1

0
e st f t dt

t2

t1

e st f t dt
A

tn

e st f t dt

Since f is continuous, the contributions of the integrated terms at t1 t2 tn cancel.
Combining the integrals gives

A

0
e st f t dt e s A f A f 0 s

A

0
e st f t dt

As A , e s A f A 0 whenever s a. Hence, for s a,

f t s f t f 0

which establishes the theorem.
If f and f satisfy the same conditions that are imposed on f and f , respectively,

in Theorem 6.2.1, then it follows that the Laplace transform of f also exists for s a
and is given by

f t s2 f t s f 0 f 0 (2)

Indeed, provided the function f and its derivatives satisfy suitable conditions, an
expression for the transform of the nth derivative f n can be derived by successive
applications of this theorem. The result is given in the following corollary.

Suppose that the functions f f f n 1 are continuous, and that f n is piecewise
continuous on any interval 0 t A. Suppose further that there exist constants K a,



and M such that f t Keat , f t Keat f n 1 t Keat for t M .
Then f n t exists for s a and is given by

f n t sn f t sn 1 f 0 s f n 2 0 f n 1 0 (3)

We now show how the Laplace transform can be used to solve initial value problems.
It is most useful for problems involving nonhomogeneous differential equations, as we
will demonstrate in later sections of this chapter. However, we begin by looking at some
homogeneous equations, which are a bit simpler. For example, consider the differential
equation

y y 2y 0 (4)

and the initial conditions

y 0 1 y 0 0 (5)

This problem is easily solved by the methods of Section 3.1. The characteristic
equation is

r2 r 2 r 2 r 1 0 (6)

and consequently the general solution of Eq. (4) is

y c1e
t c2e

2t (7)

To satisfy the initial conditions (5) we must have c1 c2 1 and c1 2c2 0;
hence c1

2
3 and c2

1
3 , so that the solution of the initial value problem (4) and (5) is

y t 2
3e

t 1
3e

2t (8)

Now let us solve the same problemby using the Laplace transform.To do thiswemust
assume that the problem has a solution y t , which with its first two derivatives
satisfies the conditions of Corollary 6.2.2. Then, taking the Laplace transform of the
differential equation (4), we obtain

y y 2 y 0 (9)

where we have used the linearity of the transform to write the transform of a sum as the
sum of the separate transforms. Upon using the corollary to express y and y
in terms of y , we find that Eq. (9) becomes

s2 y sy 0 y 0 [s y y 0 ] 2 y 0

or

s2 s 2 Y s 1 s y 0 y 0 0 (10)

where Y s y . Substituting for y 0 and y 0 in Eq. (10) from the initial condi-
tions (5), and then solving for Y s , we obtain

Y s
s 1

s2 s 2

s 1

s 2 s 1
(11)

We have thus obtained an expression for the Laplace transform Y s of the solution
y t of the given initial value problem. To determine the function we must find
the function whose Laplace transform is Y s , as given by Eq. (11).



This can be done most easily by expanding the right side of Eq. (11) in partial
fractions. Thus we write

Y s
s 1

s 2 s 1

a

s 2

b

s 1

a s 1 b s 2

s 2 s 1
(12)

where the coefficients a and b are to be determined. By equating numerators of the
second and fourth members of Eq. (12), we obtain

s 1 a s 1 b s 2

an equation that must hold for all s. In particular, if we set s 2, then it follows that
a 1

3 . Similarly, if we set s 1, then we find that b 2
3 . By substituting these

values for a and b, respectively, we have

Y s
1 3

s 2

2 3

s 1
(13)

Finally, if we use the result of Example 5 of Section 6.1, it follows that 1
3e

2t has the
transform 1

3 s 2 1; similarly, 2
3e

t has the transform 2
3 s 1 1. Hence, by the

linearity of the Laplace transform,

y t 1
3e

2t 2
3e

t

has the transform (13) and is therefore the solution of the initial value problem (4), (5).
Of course, this is the same solution that we obtained earlier.
The same procedure can be applied to the general second order linear equation with

constant coefficients,

ay by cy f t (14)

Assuming that the solution y t satisfies the conditions of Corollary 6.2.2 for
n 2, we can take the transform of Eq. (14) and thereby obtain

a[s2Y s sy 0 y 0 ] b[sY s y 0 ] cY s F s (15)

where F s is the transform of f t . By solving Eq. (15) for Y s we find that

Y s
as b y 0 ay 0

as2 bs c

F s

as2 bs c
(16)

The problem is then solved, provided that we can find the function y t whose
transform is Y s .
Even at this early stage of our discussion we can point out some of the essential

features of the transform method. In the first place, the transform Y s of the unknown
function y t is found by solving an algebraic equation rather than a differential
equation, Eq. (10) rather than Eq. (4), or in general Eq. (15) rather than Eq. (14). This is
the key to the usefulness of Laplace transforms for solving linear, constant coefficient,
ordinary differential equations—the problem is reduced from a differential equation to
an algebraic one. Next, the solution satisfying given initial conditions is automatically
found, so that the task of determining appropriate values for the arbitrary constants in
the general solution does not arise. Further, as indicated in Eq. (15), nonhomogeneous
equations are handled in exactly the sameway as homogeneous ones; it is not necessary
to solve the corresponding homogeneous equation first. Finally, the method can be
applied in the same way to higher order equations, as long as we assume that the
solution satisfies the conditions of the corollary for the appropriate value of n.



Observe that the polynomial as2 bs c in the denominator on the right side of
Eq. (16) is precisely the characteristic polynomial associated with Eq. (14). Since the
use of a partial fraction expansion of Y s to determine t requires us to factor this
polynomial, the use of Laplace transforms does not avoid the necessity of finding roots
of the characteristic equation. For equations of higher than second order this may be a
difficult algebraic problem, particularly if the roots are irrational or complex.
The main difficulty that occurs in solving initial value problems by the transform

technique lies in the problem of determining the function y t corresponding to
the transform Y s . This problem is known as the inversion problem for the Laplace
transform; t is called the inverse transform corresponding to Y s , and the process
of finding t from Y s is known as inverting the transform. We also use the notation

1 Y s to denote the inverse transform of Y s . There is a general formula for the
inverse Laplace transform, but its use requires a knowledge of the theory of functions
of a complex variable, and we do not consider it in this book. However, it is still
possible to develop many important properties of the Laplace transform, and to solve
many interesting problems, without the use of complex variables.
In solving the initial value problem (4), (5) we did not consider the question of

whether there may be functions other than the one given by Eq. (8) that also have
the transform (13). In fact, it can be shown that if f is a continuous function with
the Laplace transform F , then there is no other continuous function having the same
transform. In other words, there is essentially a one-to-one correspondence between
functions and their Laplace transforms. This fact suggests the compilation of a table,
such as Table 6.2.1, giving the transforms of functions frequently encountered, and
vice versa. The entries in the second column of Table 6.2.1 are the transforms of those
in the first column. Perhaps more important, the functions in the first column are the
inverse transforms of those in the second column. Thus, for example, if the transform
of the solution of a differential equation is known, the solution itself can often be found
merely by looking it up in the table. Some of the entries in Table 6.2.1 have been used
as examples, or appear as problems in Section 6.1, while others will be developed
later in the chapter. The third column of the table indicates where the derivation of the
given transforms may be found. While Table 6.2.1 is sufficient for the examples and
problems in this book, much larger tables are also available (see the list of references at
the end of the chapter). Transforms and inverse transforms can also be readily obtained
electronically by using a computer algebra system.
Frequently, a Laplace transform F s is expressible as a sum of several terms,

F s F1 s F2 s Fn s (17)

Suppose that f1 t 1 F1 s fn t 1 Fn s . Then the function

f t f1 t fn t

has the Laplace transform F s . By the uniqueness property stated previously there is
no other continuous function f having the same transform. Thus

1 F s 1 F1 s 1 Fn s (18)

that is, the inverse Laplace transform is also a linear operator.
In many problems it is convenient to make use of this property by decomposing a

given transform into a sum of functions whose inverse transforms are already known
or can be found in the table. Partial fraction expansions are particularly useful in this



TABLE 6.2.1 Elementary Laplace Transforms

f t 1 F s F s f t Notes

1. 1
1

s
s 0 Sec. 6.1; Ex. 4

2. eat
1

s a
s a Sec. 6.1; Ex. 5

3. tn n positive integer
n!

sn 1 s 0 Sec. 6.1; Prob. 27

4. t p p 1
p 1

s p 1 s 0 Sec. 6.1; Prob. 27

5. sin at
a

s2 a2
s 0 Sec. 6.1; Ex. 6

6. cos at
s

s2 a2
s 0 Sec. 6.1; Prob. 6

7. sinhat
a

s2 a2
s a Sec. 6.1; Prob. 8

8. cosh at
s

s2 a2
s a Sec. 6.1; Prob. 7

9. eat sin bt
b

s a 2 b2
s a Sec. 6.1; Prob. 13

10. eat cos bt
s a

s a 2 b2
s a Sec. 6.1; Prob. 14

11. tneat n positive integer
n!

s a n 1 s a Sec. 6.1; Prob. 18

12. uc t
e cs

s
s 0 Sec. 6.3

13. uc t f t c e cs F s Sec. 6.3

14. ect f t F s c Sec. 6.3

15. f ct
1

c
F

s

c
c 0 Sec. 6.3; Prob. 19

16.
t

0
f t g d F s G s Sec. 6.6

17. t c e cs Sec. 6.5

18. f n t sn F s sn 1 f 0 f n 1 0 Sec. 6.2

19. t n f t F n s Sec. 6.2; Prob. 28



connection, and a general result covering many cases is given in Problem 38. Other
useful properties of Laplace transforms are derived later in this chapter.
As further illustrations of the technique of solving initial value problems bymeans of

the Laplace transform and partial fraction expansions, consider the following examples.

Find the solution of the differential equation

y y sin 2t (19)

satisfying the initial conditions

y 0 2 y 0 1 (20)

We assume that this initial value problem has a solution y t , which with its
first two derivatives satisfies the conditions of Corollary 6.2.2. Then, taking the Laplace
transform of the differential equation, we have

s2Y s sy 0 y 0 Y s 2 s2 4

where the transform of sin 2t has been obtained from line 5 of Table 6.2.1. Substituting
for y 0 and y 0 from the initial conditions and solving for Y s , we obtain

Y s
2s3 s2 8s 6

s2 1 s2 4
(21)

Using partial fractions we can write Y s in the form

Y s
as b

s2 1

cs d

s2 4

as b s2 4 cs d s2 1

s2 1 s2 4
(22)

By expanding the numerator on the right side ofEq. (22) and equating it to the numerator
in Eq. (21) we find that

2s3 s2 8s 6 a c s3 b d s2 4a c s 4b d

for all s. Then, comparing coefficients of like powers of s, we have

a c 2 b d 1

4a c 8 4b d 6

Consequently, a 2, c 0, b 5
3 , and d

2
3 , from which it follows that

Y s
2s

s2 1

5 3

s2 1

2 3

s2 4
(23)

From lines 5 and 6 of Table 6.2.1, the solution of the given initial value problem is

y t 2 cos t 5
3 sin t

1
3 sin 2t (24)

Find the solution of the initial value problem

yiv y 0 (25)

y 0 0 y 0 1 y 0 0 y 0 0 (26)



In this problem we need to assume that the solution y t satisfies the conditions
of Corollary 6.2.2 for n 4. The Laplace transform of the differential equation (25) is

s4Y s s3y 0 s2y 0 sy 0 y 0 Y s 0

Then, using the initial conditions (26) and solving for Y s , we have

Y s
s2

s4 1
(27)

A partial fraction expansion of Y s is

Y s
as b

s2 1

cs d

s2 1

and it follows that

as b s2 1 cs d s2 1 s2 (28)

for all s. By setting s 1 and s 1, respectively, in Eq. (28) we obtain the pair of
equations

2 a b 1 2 a b 1

and therefore a 0 and b 1
2 . If we set s 0 in Eq. (28), then b d 0, so d 1

2 .
Finally, equating the coefficients of the cubic terms on each side of Eq. (28), we find
that a c 0, so c 0. Thus

Y s
1 2

s2 1

1 2

s2 1
(29)

and from lines 7 and 5 of Table 6.2.1 the solution of the initial value problem (25),
(26) is

y t
sinh t sin t

2
(30)

The most important elementary applications of the Laplace transform are in the
study of mechanical vibrations and in the analysis of electric circuits; the governing
equationswere derived in Section 3.8. A vibrating spring–mass system has the equation
of motion

m
d2u

dt2
du

dt
ku F t (31)

where m is the mass, the damping coefficient, k the spring constant, and F t
the applied external force. The equation describing an electric circuit containing an
inductance L, a resistance R, and a capacitance C (an LRC circuit) is

L
d2Q

dt2
R
dQ

dt

1

C
Q E t (32)

where Q t is the charge on the capacitor and E t is the applied voltage. In terms of
the current I t dQ t dt we can differentiate Eq. (32) and write

L
d2 I

dt2
R
d I

dt

1

C
I

dE

dt
t (33)

Suitable initial conditions on u, Q, or I must also be prescribed.



We have noted previously in Section 3.8 that Eq. (31) for the spring–mass system
and Eq. (32) or (33) for the electric circuit are identical mathematically, differing only
in the interpretation of the constants and variables appearing in them. There are other
physical problems that also lead to the same differential equation. Thus, once the
mathematical problem is solved, its solution can be interpreted in terms of whichever
corresponding physical problem is of immediate interest.
In the problem lists following this and other sections in this chapter are numerous

initial value problems for second order linear differential equations with constant
coefficients. Many can be interpreted as models of particular physical systems, but
usually we do not point this out explicitly.

In each of Problems 1 through 10 find the inverse Laplace transform of the given function.

1.
3

s2 4
2.

4

s 1 3

3.
2

s2 3s 4
4.

3s

s2 s 6

5.
2s 2

s2 2s 5
6.

2s 3

s2 4

7.
2s 1

s2 2s 2
8.

8s2 4s 12

s s2 4

9.
1 2s

s2 4s 5
10.

2s 3

s2 2s 10

In each of Problems 11 through 23 use the Laplace transform to solve the given initial value
problem.

11. y y 6y 0 y 0 1 y 0 1
12. y 3y 2y 0 y 0 1 y 0 0
13. y 2y 2y 0 y 0 0 y 0 1
14. y 4y 4y 0 y 0 1 y 0 1
15. y 2y 2y 0 y 0 2 y 0 0
16. y 2y 5y 0 y 0 2 y 0 1
17. yiv 4y 6y 4y y 0 y 0 0 y 0 1 y 0 0 y 0 1
18. yiv y 0 y 0 1 y 0 0 y 0 1 y 0 0
19. yiv 4y 0 y 0 1 y 0 0 y 0 2 y 0 0
20. y 2y cos 2t 2 4 y 0 1 y 0 0
21. y 2y 2y cos t y 0 1 y 0 0
22. y 2y 2y e t y 0 0 y 0 1
23. y 2y y 4e t y 0 2 y 0 1

In each of Problems 24 through 26 find the Laplace transform Y s y of the solution of
the given initial value problem. A method of determining the inverse transform is developed in
Section 6.3.

24. y 4y 1 0 t
0 t

y 0 1 y 0 0

25. y y t 0 t 1
0 1 t

y 0 0 y 0 0



26. y 4y t 0 t 1
1 1 t

y 0 0 y 0 0

27. The Laplace transforms of certain functions can be found conveniently from their Taylor
series expansions.
(a) Using the Taylor series for sin t ,

sin t
n 0

1 nt2n 1

2n 1 !

and assuming that the Laplace transform of this series can be computed term by term,
verify that

sin t
1

s2 1
s 1

(b) Let

f t sin t t t 0
1 t 0

Find the Taylor series for f about t 0. Assuming that the Laplace transform of this
function can be computed term by term, verify that

f t arctan 1 s s 1

(c) The Bessel function of the first kind of order zero J0 has the Taylor series (see
Section 5.8)

J0 t
n 0

1 nt2n

22n n! 2

Assuming that the following Laplace transforms can be computed term by term, verify that

J0 t s2 1 1 2 s 1

and

J0 t s 1e 1 4s s 0

Problems 28 through 36 are concerned with differentiation of the Laplace transform.

28. Let

F s
0

e st f t dt

It is possible to show that as long as f satisfies the conditions of Theorem 6.1.2, it is
legitimate to differentiate under the integral sign with respect to the parameter s when
s a.
(a) Show that F s t f t .
(b) Show that F n s t n f t ; hence differentiating the Laplace transform cor-
responds to multiplying the original function by t .

In each of Problems 29 through 34 use the result of Problem 28 to find the Laplace transform of
the given function; a and b are real numbers and n is a positive integer.

29. teat 30. t2 sin bt
31. tn 32. t neat

33. teat sin bt 34. teat cos bt
35. Consider Bessel’s equation of order zero

t y y ty 0



Recall from Section 5.4 that t 0 is a regular singular point for this equation, and therefore
solutions may become unbounded as t 0. However, let us try to determine whether there
are any solutions that remain finite at t 0 and have finite derivatives there. Assuming that
there is such a solution y t , let Y s t .
(a) Show that Y s satisfies

1 s2 Y s sY s 0

(b) Show that Y s c 1 s2 1 2, where c is an arbitrary constant.
(c) Expanding 1 s2 1 2 in a binomial series valid for s 1 and assuming that it is
permissible to take the inverse transform term by term, show that

y c
n 0

1 nt2n

22n n! 2
cJ0 t

where J0 is the Bessel function of the first kind of order zero. Note that J0 0 1, and that
J0 has finite derivatives of all orders at t 0. It was shown in Section 5.8 that the second
solution of this equation becomes unbounded as t 0.

36. For each of the following initial value problems use the results of Problem 28 to find the
differential equation satisfied by Y s t , where y t is the solution of the
given initial value problem.
(a) y ty 0 y 0 1 y 0 0 (Airy’s equation)
(b) 1 t2 y 2t y 1 y 0 y 0 0 y 0 1 (Legendre’s equation)

Note that the differential equation for Y s is of first order in part (a), but of second order
in part (b). This is due to the fact that t appears at most to the first power in the equation
of part (a), whereas it appears to the second power in that of part (b). This illustrates that
the Laplace transform is not often useful in solving differential equations with variable
coefficients, unless all the coefficients are at most linear functions of the independent
variable.

37. Suppose that

g t
t

0
f d

If G s and F s are the Laplace transforms of g t and f t , respectively, show that

G s F s s

38. In this problem we show how a general partial fraction expansion can be used to calculate
many inverse Laplace transforms. Suppose that

F s P s Q s

where Q s is a polynomial of degree n with distinct zeros r1 rn and P s is a
polynomial of degree less than n. In this case it is possible to show that P s Q s has a
partial fraction expansion of the form

P s

Q s

A1

s r1

An

s rn
(i)

where the coefficients A1 An must be determined.
(a) Show that

Ak P rk Q rk k 1 n (ii)

Hint:One way to do this is to multiply Eq. (i) by s rk and then to take the limit as s rk .


