
Chapter5: Probability distributions

A random variable is a variable whose values are determined by chance. 

Note: classify variables as discrete or continuous by observing the values the variable can 

assume. 

Discrete variable: If a variable values is countable (can assume only a specific number of values).

Example:

the outcomes for the roll of a die, the outcomes for the toss of a coin, the number of children in 

a family, the number of cars in a road.

Continuous variable: If a variable values is Uncountable (usually contains fractions).
Variables that can assume all values in the interval between any two given values are called continuous variables.

Example:

the body temperature, the body weight , the body height.



Probability Distribution of a random variable (r.v.):

is a table, rule, or function (formula) describes all possible probabilities of r.v.

Example:

Obtain the probability distribution of the variable: Number of heads in the experiment of tossing a coin 3 times?

Answer:

The sample space of our experiment is

Ω = { 𝑇𝑇𝑇, 𝑇𝑇𝐻, 𝑇𝐻𝑇, 𝐻𝑇𝑇, 𝐻𝐻𝑇, 𝐻𝑇𝐻, 𝑇𝐻𝐻, 𝐻𝐻𝐻 }
Assuming X is the random variable for (the number of heads), then X assumes the value 0, 1, 2, or 3.
The random variable X is discrete variable since it is countable. Then, the probability distribution of X is:

X: Number of heads 0 1 2 3

Probability of x: P(x) 1
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Example:
Obtain the probability distribution of the variable (the faced number) in the experiment of rolling a 

die one time.

Assuming a discrete random variable X, then:



Example:



The expected value of a discrete random variable of a probability distribution is 

the theoretical average of the variable. The formula is 𝐸 𝑋 = 𝜇 = σ𝑋 . 𝑃(𝑋)





The Binomial Distribution 

Many types of probability problems have only two outcomes or can be reduced to two

outcomes. 

For example, 

when a coin is tossed, it can land heads or tails. 

When a baby is born, it will be either male or female. 

In a basketball game, a team either wins or loses. 

A true/false item can be answered in only two ways, true or false.







Example:

Obtain the probability distribution of the variable: Number of heads in the experiment of tossing a coin 3 times?

Answer: The sample space of our experiment is

Ω = { 𝑇𝑇𝑇, 𝑇𝑇𝐻, 𝑇𝐻𝑇, 𝐻𝑇𝑇, 𝐻𝐻𝑇, 𝐻𝑇𝐻, 𝑇𝐻𝐻, 𝐻𝐻𝐻 }
Assuming X is the random variable for (the number of heads), then X assumes the value 0, 1, 2, or  3.
The random variable X is discrete variable since it is countable. Then, the probability distribution of X is:

We can solve this example based on binomial distribution:
The whole experiment consists of 3 independent experiment 
each have only two choices ( success=head / fail=tail). 

Assuming the success in this experiment is the (head) with 
probability of (p=0.5) and we repeated (tossing a coin) 3 times >>> n=3

Then, the random variable X: represents number of heads in the whole experiment: X: 0, 1, 2, and 3
X: is binomial distribution. p=0.5 and n=3:  

𝑷 𝑿 = 𝒙 = 𝒏
𝒙
𝒑𝒙 𝒒𝒏−𝒙 , 𝒙 = 𝟎, 𝟏, 𝟐,… , 𝒏

where : 𝒒 = 𝟏 − 𝒑 , 𝒏
𝒙

=
𝒏!

𝒙! 𝒏−𝒙 !

X: Number of heads 0 1 2 3

Probability of x: P(x) 1
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Note: 
𝒏! = 𝒏 ∗ 𝒏 − 𝟏 ∗ 𝒏 − 𝟐 ∗ ⋯∗ 𝟏
𝒏! = 𝒏 ∗ 𝒏 − 𝟏 ∗ 𝒏 − 𝟐 !
𝒏! = 𝒏 ∗ 𝒏 − 𝟏 !
𝟎! = 𝟏
𝟏! = 𝟏



X: is binomial distribution. 𝒑 = 𝟎. 𝟓 , 𝒒 = (𝟎. 𝟓) = (𝟏 − 𝒑) 𝑎𝑛𝑑 𝒏 = 𝟑:

𝑷 𝑿 = 𝒙 =
𝒏

𝒙
𝒑𝒙 𝒒𝒏−𝒙 , 𝒒 = 𝟏 − 𝒑 ,

𝒏

𝒙
=

𝒏!

𝒙! 𝒏 − 𝒙 !

𝑷 𝑿 = 𝒙 =
𝟑

𝒙
𝟎. 𝟓𝒙 𝟎. 𝟓𝟑−𝒙 , , 𝒙 = 𝟎, 𝟏, 𝟐, 𝟑

𝑷 𝑿 = 𝟏 =
𝟑

𝟏
𝟎. 𝟓𝟏 𝟎. 𝟓𝟑−𝟏 =

𝟑!

𝟏! 𝟑 − 𝟏 !
𝟎. 𝟓𝟏 𝟎. 𝟓𝟑−𝟏 =

𝟑!

𝟏! 𝟐 !
𝟎. 𝟓𝟏 𝟎. 𝟓𝟐 = 𝟑 ∗ 𝟎. 𝟓 ∗ 𝟎. 𝟐𝟓 = 𝟎. 𝟑𝟕𝟓 =

𝟑

𝟖

𝑷 𝑿 = 𝟐 =
𝟑

𝟐
𝟎. 𝟓𝟐 𝟎. 𝟓𝟑−𝟐 =

𝟑!

𝟐! 𝟑 − 𝟐 !
𝟎. 𝟓𝟐 𝟎. 𝟓𝟑−𝟐 =

𝟑!

𝟐! 𝟏 !
𝟎. 𝟓𝟐 𝟎. 𝟓𝟏 = 𝟑 ∗ 𝟎. 𝟐𝟓 ∗ 𝟎. 𝟓 = 𝟎. 𝟑𝟕𝟓 =

𝟑

𝟖

𝑷 𝑿 = 𝟑 =
𝟑

𝟑
𝟎. 𝟓𝟑 𝟎. 𝟓𝟑−𝟑 =

𝟑!

𝟑! 𝟑 − 𝟑 !
𝟎. 𝟓𝟑 𝟎. 𝟓𝟑−𝟑 =

𝟑!

𝟑! 𝟎 !
𝟎. 𝟓𝟑 𝟎. 𝟓𝟎 = 𝟏 ∗ 𝟎. 𝟏𝟐𝟓 ∗ 𝟏 = 𝟎. 𝟏𝟐𝟓 =

𝟏

𝟖

𝑷 𝑿 = 𝟎 =
𝟑

𝟎
𝟎. 𝟓𝟎 𝟎. 𝟓𝟑−𝟎 =

𝟑!

𝟎! 𝟑 − 𝟎 !
𝟎. 𝟓𝟎 𝟎. 𝟓𝟑−𝟎 =

𝟑!

𝟎! 𝟑 !
𝟎. 𝟓𝟎 𝟎. 𝟓𝟑 = 𝟏 ∗ 𝟏 ∗ 𝟎. 𝟏𝟐𝟓 = 𝟎. 𝟏𝟐𝟓 =

𝟏

𝟖

X: Number of heads 0 1 2 3

Probability of x: P(x) 1
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𝑬 𝑿 = 𝒎𝒆𝒂𝒏 = 𝝁 = 𝒏 ∗ 𝒑

𝑽𝒂𝒓 𝑿 = 𝝈𝟐 = 𝒏 ∗ 𝒑 ∗ 𝒒

Standard deviation = 𝝈 = 𝒏 ∗ 𝒑 ∗ 𝒒

Mean (Expected value of X)     Variance     Standard deviation 
if   X: has a binomial distribution

Expected value of X

Variance of X

Standard deviation of X 



Example:
Assuming the experiment of tossing a coin 8 times,

a) Obtain the probability distribution of the variable: Number of heads?

b) Obtain the probability of getting 5 heads.

c) Obtain the probability of getting at least 7 heads.

d) Obtain the probability of getting 6  heads at most. 

e) find E(X) & Var(X)

X: is binomial distribution. 𝒑 = 𝟎. 𝟓 , 𝒒 = (𝟎. 𝟓) = (𝟏 − 𝒑) 𝑎𝑛𝑑 𝒏 = 𝟖: 𝑷 𝑿 = 𝒙 = 𝒏
𝒙
𝒑𝒙 𝒒𝒏−𝒙, 𝒙 = 𝟎, 𝟏, 𝟐, … , 𝒏

Solve:
a) Assuming the success in this experiment is the (head) with 

probability of (p=0.5) and we repeated (tossing a coin) 8 times >>> 𝒏 = 𝟖

𝑷 𝑿 = 𝒙 =
𝟖

𝒙
𝟎. 𝟓𝒙 𝟎. 𝟓𝟖−𝒙 , 𝒙 = 𝟎, 𝟏, 𝟐, … , 𝟖

b) 𝑷 𝑿 = 𝟓 = 𝟖
𝟓
𝟎. 𝟓𝟓 𝟎. 𝟓𝟖−𝟓 = 𝟓𝟔 ∗ 𝟎. 𝟎𝟑𝟏𝟐𝟓 ∗ 𝟎. 𝟏𝟐𝟓 = 𝟎. 𝟐𝟏𝟖𝟕𝟓

c) 𝑷 𝑿 ≥ 𝟕 = 𝑷 𝑿 = 𝟕 + 𝑷 𝑿 = 𝟖 = 𝟖
𝟕
𝟎. 𝟓𝟕 𝟎. 𝟓𝟖−𝟕 + 𝟖

𝟖
𝟎. 𝟓𝟖 𝟎. 𝟓𝟖−𝟖 = 𝟎. 𝟎𝟑𝟏𝟐𝟓 + 𝟎. 𝟎𝟎𝟑𝟗𝟎𝟔𝟐𝟓 = 𝟎. 𝟎𝟑𝟓𝟏𝟓𝟔𝟑

d) 𝑷 𝑿 ≤ 𝟔 = 𝟏 − 𝑷 𝑿 > 𝟔 = 𝟏 − 𝑷 𝑿 ≥ 𝟕 = 𝟏 − 𝟎. 𝟎𝟑𝟓𝟏𝟓𝟔𝟑 = 0.9648437

e) 𝑬 𝑿 = 𝝁 = 𝒏 ∗ 𝒑 = 𝟖 ∗ 𝟎. 𝟓 = 𝟒 & 𝑽𝒂𝒓 𝑿 = 𝝈𝟐 = 𝒏 ∗ 𝒑 ∗ 𝒒 = 𝟖 ∗ 𝟎. 𝟓 ∗ 𝟎. 𝟓 = 𝟐



probability distribution of the random variable:

Number of heads

𝑷 𝑿 = 𝒙 =
𝟖

𝒙
𝟎. 𝟓𝒙 𝟎. 𝟓𝟖−𝒙 , 𝒙 = 𝟎, 𝟏, 𝟐, … , 𝟖

X: is binomial distribution

X P(x)

0 0.003906

1 0.03125

2 0.109375

3 0.21875

4 0.273438

5 0.21875

6 0.109375

7 0.03125

8 0.003906



Example:

Assuming the experiment of rolling a die 7 times,

a) Obtain the probability distribution of the variable: of getting a face number greater 

than 4 (i.e: Getting numbers 5 or 6).

b) Obtain the probability of getting a face number greater than 4,  6 times.

c) find E(X) & Var(X)

X: is binomial distribution.𝒑 =
𝟐

𝟔
, 𝒒 =

𝟒

𝟔
𝑎𝑛𝑑 𝒏 = 𝟕: 𝑷 𝑿 = 𝒙 = 𝒏

𝒙
𝒑𝒙 𝒒𝒏−𝒙, 𝒙 = 𝟎, 𝟏, 𝟐, … , 𝒏

Solve:
a) Assuming the success in this experiment is to get a face number (greater than 4) with 

probability of (𝒑 =
𝟐

𝟔
) and we repeated (rolling a die ) 7 times >>> 𝒏 = 𝟕

𝑷 𝑿 = 𝒙 =
𝟕

𝒙

𝟐

𝟔

𝒙
𝟒

𝟔

𝟕−𝒙

, 𝒙 = 𝟎, 𝟏, 𝟐, … , 𝟕

b) 𝑷 𝑿 = 𝟔 = 𝟕
𝟔

𝟐

𝟔

𝟔 𝟒

𝟔

𝟕−𝟔
= 𝟕 ∗ 𝟎. 𝟎𝟎𝟏𝟑𝟕𝟏𝟕𝟒𝟐 ∗ 𝟎. 𝟔𝟔𝟔𝟔𝟔𝟔𝟔𝟔𝟕 = 𝟎. 𝟎𝟎𝟔𝟒𝟎𝟏𝟒𝟔𝟑

c) 𝑬 𝑿 = 𝝁 = 𝒏 ∗ 𝒑 = 𝟕 ∗
𝟐

𝟔
=

𝟏𝟒

𝟔
& 𝑽𝒂𝒓 𝑿 = 𝝈𝟐 = 𝒏 ∗ 𝒑 ∗ 𝒒 = 𝟕 ∗

𝟐

𝟔
∗

𝟒

𝟔
=

𝟓𝟔

𝟔



X P(x)

0 0.058528

1 0.204847

2 0.30727

3 0.256059

4 0.128029

5 0.038409

6 0.006401

7 0.000457

probability distribution of the random variable:

of getting a face number greater than 4

𝑷 𝑿 = 𝒙 =
𝟕

𝒙

𝟐

𝟔

𝒙
𝟒

𝟔

𝟕−𝒙

, 𝒙 = 𝟎, 𝟏, 𝟐, … , 𝟕

X: is binomial distribution



Definitions: Bernouilli distribution

Bernouilli trial: If there is only 1 trial with probability of success p
and probability of failure 1-p, this is called a Bernouilli distribution. 
(special case of the binomial with n=1)

Probability of success:

Probability of failure: pppXP 

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Poisson Distribution
• Poisson distribution is for counts—if events happen at a 

constant rate over time, the Poisson distribution gives the 
probability of X number of events occurring in time T.

•Mean

 Variance 

 Standard 
Deviation

 

 2

 
where  = expected number of hits in a 

given time period

For a Poisson random variable, 

the variance and mean are the same!



Example

Arrivals at a bus-stop follow 

a Poisson distribution with an average of 4.5 

every quarter of an hour. 

Obtain a barplot of the distribution (assume a 

maximum of 20 arrivals in a quarter of an hour) 

and calculate :

the probability of fewer than 3 arrivals in a 

quarter of an hour. 

http://images.google.co.uk/imgres?imgurl=http://www.nataliedee.com/painting-busstop.jpg&imgrefurl=http://www.nataliedee.com/newpaintings.php&h=687&w=364&sz=31&tbnid=dac4lfht2FwJ:&tbnh=136&tbnw=72&start=2&prev=/images%3Fq%3Dbusstop%26hl%3Den%26lr%3D


The probability of fewer than 3 arrivals in a quarter of an 

hour 

=

The probabilities of 0 up to 2 arrivals  can be calculated

directly from the formula:

( )
!

xe
p x

x



 with  =4.5



Similarly p(1)=0.04999 and p(2)=0.11248

So the probability of fewer than 3 arrivals is :

p(0) +    p(1) + p(2) =   

0.01111+ 0.04999 + 0.11248 =0.17358

4.5 04.5
(0)

0!

e
p



 So p(0) = 0.01111


